Rapid communication

Joint match probabilities for Y chromosomal and autosomal markers

Bruce Walsh a, Alan J. Redd b, Michael F. Hammer a,b,*

a Department of Ecology and Evolutionary Biology, University of Arizona Tucson, AZ 85721, USA

b Arizona Research Laboratories, Division of Biotechnology, University of Arizona, Tucson, AZ 85721, USA

Received 12 July 2006; received in revised form 13 February 2007; accepted 18 March 2007
Available online 20 April 2007

Abstract

Empirical tests of association between Y chromosome and autosomal markers are presented and a theoretical framework for determining a joint match probability is recommended. Statistical analyses of association were performed in 16 US populations between the autosomal genotypes from loci CSF1PO, FGA, THO1, TPOX, vWA, D3S1358, D5S818, D7S820, D8S1179, D13S317, D16S539, D18S512, D21S11 and Y chromosome haplotypes from loci DYS19, DYS385ab, DYS389I, DYS389II, DYS390, DYS391, DYS392, DYS393, DYS438, and DYS439. The sample populations include individuals of European-, African-, Hispanic-, Native-, and Asian-American ancestry. The results are consistent with independence of Y and autosomal markers, although small amounts of dependence would likely have escaped our tests. Given the data in hand, we suggest it is appropriate to compute joint match probabilities by multiplying the Y haplotype frequency with the appropriately corrected autosomal frequency. In addition to correcting for autosomal frequency differences between groups, a further correction may be required. Since two individuals sharing the same Y haplotype are likely to be more recently related than two randomly chosen individuals, the autosomal frequencies have to be adjusted to account for this, akin to the $\theta$ correction used to account for population substructure. The results are consistent with independence of Y and autosomal markers, although small amounts of dependence would likely have escaped our tests. Given the data in hand, we suggest it is appropriate to compute joint match probabilities by multiplying the Y haplotype frequency with the appropriately corrected autosomal frequency. In addition to correcting for autosomal frequency differences between groups, a further correction may be required. Since two individuals sharing the same Y haplotype are likely to be more recently related than two randomly chosen individuals, the autosomal frequencies have to be adjusted to account for this, akin to the $\theta$ correction used to account for population substructure. The structure imposed on the autosomal frequencies conditioned in a Y match is a function of the number of markers scored and their mutation rate. However, in most settings $\theta < 0.01$. When population structure is already present in the autosomes, the additional effect due to conditioning on the Y is small. For example, if the amount of structure in the population is $\theta = 0.01$ or 0.03 (the NRCII range), then the effect of conditioning on the Y results in only a trivial increase in $\theta$ to 0.02–0.04, respectively.
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1. Introduction

In several forensic settings, one may need to obtain a joint match probability for a set of autosomal and Y chromosome markers. The ability to combine data from the autosomes and the Y chromosome is particularly important in cases where the signal from the male autosomal markers is largely obscured by the overwhelming amount of a female victim’s DNA, such that only a subset of the tested autosomal markers can be detected in the resulting mixture [1,2]. In these cases Y-linked markers might be easily amplified, resulting in an n-locus haplotype for the perpetrator’s Y chromosome. How can we estimate the joint match probabilities for autosomal and Y chromosome markers with a random draw from the reference population?

Following the 1996 (US) National Research Council recommendations [3] (henceforth NRC II), the product rule is typically used to compute the match probability for autosomal markers, multiplying the single locus genotype frequencies (suitably corrected for population structure and differences in allele frequencies among distinct subpopulations) of the $m$ scored markers to obtain the $m$-locus genotype frequency. However, the product rule does not apply for obtaining the frequency of a particular Y haplotype from estimates of individual marker allele frequencies. Y-linked markers (i.e., from the non-recombining region) are typically in strong linkage disequilibrium. Thus, the frequency of the particular haplotype must be estimated from a reference database. Because the Y chromosome and autosomes are unlinked, this might suggest using the product of the autosomal
and Y match probabilities for the joint matching probability. There are some potential concerns with this assumption. First, disequilibrium between the mitochondrial DNA and the autosomes is known to exist in many hybrid zones in natural populations of various organisms [4–6]. The level of Y-autosomal disequilibria (or lack there-of) should be empirically quantified in population samples rather than assumed. Sinha et al. [7] have tested for associations between Y-STR alleles and 13 autosomal STRs alleles in an African-American and a European-American sample from Louisiana. Our study differs in that we compared Y chromosome haplotypes and autosomal genotypes (as opposed to comparing individual alleles), which we believe is the forensically more relevant comparison.

Even if there is no disequilibrium among autosomal markers given a particular Y haplotype, there are several additional complications in computing Y-autosomal joint match probabilities. The first is that Y chromosome haplotypes may be highly informative as to which subpopulation an individual belongs, and this in turn may change the autosomal allele frequencies used to compute the autosomal match probabilities. The second, and potentially more important, complication is that two individuals sharing the same Y haplotype are likely to be more closely related than two random individuals from the population. To account for this potentially increased resemblance, it is necessary to correct the probability of the two individuals sharing an autosomal genotype given that they both share the same Y haplotype. Expressed another way, NRC II recommends dealing with small amounts of population substructure within any particular ethnic group through a substructure correction fraction $\theta$. Here we obtain the expected value of this $\theta$ correction by considering autosomal frequencies among the set of individuals that share a common Y haplotype. We will show that while conditioning on a Y match does indeed impose a small amount of structure, the effect is usually very small.

2. Materials and methods

2.1. Samples

Blood stains from New York City European-Americans, African-Americans, Hispanic-Americans, and Asian-Americans were provided by M. Prinz. Blood stains from North Carolina European-Americans, African-Americans, and Hispanic-Americans were provided by R. Pendergraft and M. Nelson. DNA samples from Vermont European-Americans, African-Americans, Hispanic-Americans, Asian-Americans, and Native-Americans were provided by E. Buel and J. Nicklas. Blood samples from European-American and Hispanic-American from Mesa Arizona were provided by V. Smart. Blood samples of Apache and Navajo were provided by D. Duplissa, R. Vossbrink, and S. Narveson. Additional Navajo samples and Tucson-Asian samples were collected by M. Hammer [8]. DNA extraction and quantification methods were previously published [9].

2.2. Y chromosome STRs

The US core Y-STRs (DYS19, DYS385ab, DYS389I, DYS389II, DYS390, DYS391, DYS392, DYS393, DYS438, and DYS439) were typed using previously published methods [9] with the exception that DYS438 was incorporated into multiplex II using primers from Butler et al. [10].

2.3. Autosomal STRs

The genotypes of sampled individuals at 13 CODIS loci (CSF1PO, FGA, THO1, TPOX, vWA, D3S1358, D5S818, D7S820, D8S1179, D13S317, D16S539, D18S512, D21S11) were kindly provided by M. Prinz, R. Pendergraft, M. Nelson, E. Buel, Janice Nicklas, V. Smart, D. Duplissa, Russell Vossbrink, and Sue Narveson. In addition, we used the Identifier kit from Applied Biosystems to type some of the Vermont African-American, Apache and Navajo samples.

2.4. Statistical analyses

An exact test of linkage disequilibrium between Y chromosome haplotypes and autosomal genotypes was carried out using a Markov chain methodology in the Arlequin program (V2.0) [11–13]. This method is an extension of the Fisher exact probability test on contingency tables [12], with a Markov chain used to search the space of all contingency tables [14,15]. The $P$-value of the test indicates the proportion of tables that have a probability smaller or equal to the observed contingency table. A total of 100,000,000 steps were performed in the Markov chain following 10,000 demorization steps (the initial burn-in for the Markov sampler).

3. Results and discussion

3.1. The product rule applies

As shown in Table 1, the results are largely consistent with independence of Y haplotypes and autosomal genotypes. Results are reported for each sampled subpopulation within the sampled ethnic groups and also for the composite populations for each ethnic group formed by pooling the samples. Within populations there were only 2 associations out of 208 comparisons (less than 1%). One of these associations, the Vermont Hispanic-Americans at D18S512, was just significant at the $P = 0.05$ level, while that of the Arizona (Mesa) European-Americans at vWA was significant at the $P < 0.01$ level. When populations were pooled by ethnic group there were three additional associations between the Y and the autosomal genotypes (3 of 65, less than 5% of comparisons) including: two in African-Americans at TPOX ($P < 0.01$) and D5S818 ($P < 0.01$), and one in Asian-Americans at CSF1PO ($P < 0.05$).

Table 1 also shows the power of the various comparisons, which is a function of sample size. Over half of the sample sizes have power to detect associations larger that $r^2 = 0.05$, while a few of the smaller samples have reduced power (Table 1). However, there are caveats as to why we may have missed potential associations, especially if they are weak. There are also concerns in the literature that the exact test we employ may be under-powered in some settings [16], in particular when there is considerable admixture within the sample. There is evidence of this in that roughly half of our $P$-values are close to one, while the remainder of the $P$-values follow the more expected uniform distribution.

Thus, small amounts of association may not be detectable under these sample sizes with the methods we employed. However, given that both our study and that of Sinha et al. [7], who used a very different approach, fail to find consistently strong associations, we are very comfortable with using the product rule, suitably modified as discussed below.
Formally, we can express this joint probability by conditioning first on a match at the Y:

\[
\Pr(Y, \text{autosomal genotype}) = \Pr(\text{autosomal genotype}|Y) \cdot \Pr(Y)
\]

We, of course, need to account for the possibility that the autosomal genotype frequencies vary over groups. A more subtle issue is that two individuals sharing the same Y haplotype are potentially more recently related than two randomly chosen individuals, and the autosomal frequencies have to be corrected to account for this increased resemblance. This is akin to the \( \theta \) correction for autosomal frequencies under population structure suggested in NRC II [3].

3.2. Accounting for autosomal structure within identical Y haplotypes

Two individuals with identical Y haplotypes are likely to be more closely related to each other than are two random individuals. Hence, the probability of an autosomal match, conditioned on the two individuals sharing the same Y haplotype, needs to be computed.

To do so, we first note that in a population genetics framework, we expect the time back to the common (Y-contributing) ancestor of two individuals with identical Y haplotypes to be more recent than the time back to a common ancestor for two randomly chosen individuals. In essence, the common Y haplotype imparts a subgroup structure and we need to account for this. Balding and Nichols [17] show that the correct single-locus (autosomal) expressions for match probabilities when individuals come from the same subpopulation is a function of the average coefficient of coancestry \( \theta \), with

\[
\Pr(A_i A_j | A_i A_j) = \frac{[2\theta + (1 - \theta) p_j] [3\theta + (1 - \theta) p_j]}{(1 + \theta)(1 + 2\theta)} \quad (2a)
\]

\[
\Pr(A_i A_j | A_i A_j) = \frac{2[\theta + (1 - \theta) p_j] [\theta + (1 - \theta) p_j]}{(1 + \theta)(1 + 2\theta)} \quad (2b)
\]

If one draws a random allele from each of these individuals, recall that the coefficient of coancestry \( \theta \) for a pair of individuals is the probability that these alleles are identical by descent [18,19].

How do we compute the expected value of \( \theta \) given two individuals are identical at all \( n \) tested Y chromosome markers? We do so by conditioning on the distribution of time back to a common Y ancestor given the number of identical markers scored on the Y. This uses the results of Walsh [20], who developed Bayesian estimators for the distribution of the time back to this most recent common ancestor (MRCA) given the distribution of marker differences between two Y haplotypes. Given this distribution of times back to the MRCA, we can then compute an average value \( \theta \).

If the mutation rate per marker is \( \mu \), then the chance that two haplotypes are identical at \( n \) markers given they last shared a
common Y ancestor $t$ generations ago is

$$\Pr(n \text{ marker match} \mid t \text{ generations to MRCA}) = (1 - \mu)^{2nt}$$

(3)

This is the likelihood function for $t$ given the mutation rate and number of markers. A more detailed analysis under the stepwise mutation model in Walsh [20] shows that, when all $n$ markers match, that this simple expression based on the infinite alleles model is essentially equivalent to the more exact analysis under a stepwise model that allows for back mutations. To obtain a formal posterior distribution for the time to the MRCA given the molecular match data for the Y, we first need a prior on the time to the MRCA.

Population genetics theory provides such a prior distribution for the time to MRCA for two randomly drawn Y chromosomes in the absence of any marker information [20]. The time back to MRCA follows a geometric distribution with parameter $\lambda = 1/N_c$, the reciprocal of the effective population size (since the Y chromosome is haploid). Hence, the prior becomes

$$\Pr(t \text{ generations to MRCA}) = \lambda(1 - \lambda)^{-1}$$

(4)

The resulting posterior distribution (from Eqs. (3) and (4)) becomes

$$\Pr(t \text{ generations to MRCA} \mid n\text{-marker match}) = C(1 - \mu)^{2nt} \lambda(1 - \lambda)^{-1}$$

(5)

where the constant $C$ assures that the probabilities sum to one. (Walsh [20] used a continuous time approximation, while Eqs. (3)–(5) are exact for discrete generations.)

In particular, the posterior distribution for the time $t$ to MRCA given two individuals exactly match at $n$ markers is

$$p(t) = C(\lambda, \mu)(1 - \mu)^{2nt}(1 - \lambda)^{-1}$$

(6a)

where

$$C(\lambda, \mu) = \left(\sum_{r=1}^{\infty} (1 - \mu)^{2nr}(1 - \lambda)^{-1}\right)^{-1}$$

(6b)

Since the coefficient of coancestry for two individuals that shared a common ancestor $t$ generations ago is just $(1/2)^{2nt}$, e.g. [19], the expected coefficient of coancestry $\theta$ thus becomes

$$E[\theta] = \sum_{t=1}^{\infty} \theta(t) \Pr(\text{MRCA} = t) \times P(t \text{MRCA} = t)$$

$$= \sum_{t=1}^{\infty} \left(\frac{1}{2^{2nt+1}}\right) p(t)$$

$$= C(\lambda, \mu) \sum_{t=1}^{\infty} \left(\frac{1}{2}\right)^{2nt+1} (1 - \mu)^{2nt}(1 - \lambda)^{-1}$$

$$= \frac{1 - (1 - \lambda)(1 - \mu)^{2n}}{8 - 2(1 - \lambda)(1 - \mu)^{2n}}$$

(7)

For a Y match with $n = 11$ STR markers, Eq. (7) gives the following values for $E[\theta]$ for different mutation rates $\mu$

<table>
<thead>
<tr>
<th>$N_c$</th>
<th>$\mu = 0.001$</th>
<th>$\mu = 0.002$</th>
<th>$\mu = 0.004$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty$</td>
<td>0.004</td>
<td>0.007</td>
<td>0.014</td>
</tr>
<tr>
<td>500</td>
<td>0.004</td>
<td>0.008</td>
<td>0.014</td>
</tr>
<tr>
<td>100</td>
<td>0.005</td>
<td>0.009</td>
<td>0.015</td>
</tr>
<tr>
<td>50</td>
<td>0.007</td>
<td>0.010</td>
<td>0.017</td>
</tr>
</tbody>
</table>

The reason for this small amount of structure is that while two individuals with identical Y haplotypes do indeed have a more recent common ancestor than two random individuals for the population, the mean time back to that ancestor is 46, 23, and 12 generations (respectively) for $\mu = 0.001$, 0.002, and 0.004 in a large population. Thus, while related, they are on average very distant relatives and hence the increased sharing of autosomal alleles is very small.

Given that most estimates of STR mutation rates are around 0.002–0.004, taking $E(\theta) = 0.01–0.02$ is expected to be conservative (i.e., most favorable to a defendant by generating higher match probabilities). Thus for an unstructured population, conditioning on a complete match at the Y imposes a small amount of structure when computing autosomal match probabilities conditional on this match.

Given that conditioning on a Y match can impose some structure on autosomal frequencies even when the population is unstructured, what effect does conditioning on a Y match have when the population does show structure? One simple way to approach this is as follows. In the US, the NRCII recommendations suggest considering a $\theta$ value of between 0.01 and 0.03 for standard autosomal match probabilities when there is some concern about structure. We can generate this amount of structure among two randomly drawn individuals from the population by assuming a prior with hyperparameter $\lambda = 0.061$ to give a base structure of $\theta = 0.01$ or $\lambda = 0.190$ to give a $\theta = 0.03$. Assuming these values for the hyperparameter in the prior gives values of $\theta$ when conditioning on a Y match as follows:

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\mu = 0.001$</th>
<th>$\mu = 0.002$</th>
<th>$\mu = 0.004$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.061</td>
<td>0.013</td>
<td>0.017</td>
<td>0.022</td>
</tr>
<tr>
<td>0.190</td>
<td>0.032</td>
<td>0.035</td>
<td>0.040</td>
</tr>
</tbody>
</table>

Thus, under this simple model if we start with an intrinsic $\theta$ value of 0.01, the additional amount of structure imposed by conditioning on a Y match increases $\theta$ to between 0.013 and 0.022, while if the base $\theta$ is 0.03, conditioning on a Y increases $\theta$ to between 0.032 and 0.040. Hence, when structure is present, conditioning on a Y match only results in a very slight increase in $\theta$ over the unconditional $\theta$ value for the population.

3.3. Recommendation

A conservative approach to computing the joint Y-autosomal matching probability is thus as follows. For each of the major ethnic groups under consideration, compute the autosomal match probability using the product of single-locus genotype frequencies obtained from using Eqs. (2a) and (2b) with $\theta = 0.04$ and the allele frequencies appropriate for each group (note that this is just Recommendation 4.2 of NRC II).
conservative estimate of the joint probability is obtained by multiplying the largest value of these group autosomal match probabilities by the estimated matching probability for the Y.

As to the issue of estimating the Y match probability from a database, we favor a conservative modification [17] of the simple counting method:

\[
\widehat{Pr}(y) = \frac{i + 2}{n + 2}
\]  

(9)

where there are \(i\) matches in an initial data base of \(n\) haplotypes. Making the conservative (favoring a suspect) assumption that a crime sample came from a different individual than the suspect, we have two more samples (hence \(n + 2\) total samples) and matches for the suspect, the crime sample and \(i\) matches from the databases (hence \(i + 2\) matches). While one can compute a match probability using Eq. (9) for each ethnic group in the database, this tends to overweight those groups with the fewest samples. For example, if there are 4000 European samples but only 200 Native- (North) Americans, then if there are no matches, the probability is 2/4002 = 0.0005 for Europeans but 2/202 = 0.0099 for Native-Americans.

To avoid this concern we suggest the following weighting method given a specified reference population.

3.4. Reporting a single match probability for a specified reference population

Our final comment is that the NRC II recommendations of reporting match probabilities for each of the major ethnic subpopulations can be improved upon [21,22]. Specifically, if \(Pr(i)\) is the match probability for ethnic group \(i\), then an overall match probability for a given reference population is simply:

\[
\sum_i Pr(\text{match for group } i) \cdot Pr(\text{random individual is from group } i)
\]  

(10)

This returns a single match probability given a specified reference population, which we suggest provides a more meaningful value to tryers-of-fact than simply reporting a series of match probabilities for different groups. Further, one can easily compute match values for different reference populations. Consider a crime occurring in Orange County in Southern California. Depending on the circumstance, the reference population might be a particular neighborhood in this county, or it might be all of southern California. Providing the tryers-of-fact with match probabilities assuming the perpetrator was from the neighborhood, as opposed to a random individual from Southern California (or other scenarios), provides them with additional information to weight against other appropriate facts for their particular case.
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